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ABSTRACT: Transition-state theory (TST) is a widely
accepted paradigm for rationalizing the kinetics of chem-
ical reactions involving one potential energy surface
(PES). Multiple PES reaction rate constants can also
be estimated within semiclassical approaches provided
the hopping probability between the quantum states is
taken into account when determining the transmission
coeflicient. In the Marcus theory of electron transfer, this
hopping probability was historically calculated with
models such as Landau—Zener theory. Although the
hopping probability is intimately related to the question
of the transition from the fully quantum to the semi-
classical description, this issue is not adequately handled
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in physicochemical models commonly in use. In particular, quantum nuclear effects such as decoherence or dephasing are
not present in the rate constant expressions. Retaining the convenient semiclassical picture, we include these effects through
the introduction of a phenomenological quantum decoherence function. A simple modification to the usual TST rate
constant expression is proposed: in addition to the electronic coupling, a characteristic decoherence time 74.. now also
appears as a key parameter of the rate constant. This new parameter captures the idea that molecular systems, although
intrinsically obeying quantum mechanical laws, behave semiclassically after a finite but nonzero amount of time (74..). This
new degree of freedom allows a fresh look at the underlying physics of chemical reactions involving more than one quantum
state. The ability of the proposed formula to describe the main physical lines of the phenomenon is confirmed by
comparison with results obtained from density functional theory molecular dynamics simulations for a triplet to singlet
transition within a copper dioxygen adduct relevant to the question of dioxygen activation by copper monooxygenases.

l INTRODUCTION

Rationalizing the rates of chemical reactions in terms of simple
and understandable concepts is one of the main objectives of
theoretical chemistry. The establishment of reliable physico-
chemical models is, however, a challenging task owing to the
complexity of the dynamics that underlies the molecular events
and that is not necessarily amenable to reduction to a few-
dimensional problem. In that regard, among the routes that have
been followed to infer macroscopic kinetics laws from micro-
scopic considerations, transition-state theory (TST) has cer-
tainly played a major role.' > Indeed, most of our understanding
of chemical reactivity rests on the intuitive view of nuclei moving
on potential energy surfaces (PESs), traveling from the reactant
valleys to the product valleys via the formation of activated
complexes (transition states). Theories to deal with multiple-
potential-energy-surface reactions have also been developed in
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the semiclassical limit. They can be related to TST through the
concept of the transmission coeflicient, which is a factor reflect-
ing the probability of the quantum transition to occur at the TS.

The present approaches overlook one important property of
such quantum systems, namely, the possibility of coherent
superpositions of quantum states and the finite but nonzero
time for which this superposition lasts. Inspired by the consider-
able literature devoted to the manifestation of decoherence in
physicochemical processes,*” '° we propose to employ the ideas
developed by Neria et al.,'' Prezhdo et al,,** and Jasper et al.'* to
follow the decoherence process. In this framework decoherence
is modeled by a Gaussian or an exponential function of time with
characteristic time T4,.. This function corresponds to the decaying
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overlap between nuclear wave packets evolving on different elec-
tronic states. We propose a modification of the semiclassical rate
constant to introduce the characteristic decoherence time expres-
sion. This analytical, but approximate, formula is ultimately tested
by comparison with density functional theory (DFT) numerical
simulations, which estimate the transmission coeflicient of a spin-
crossing reaction for a copper dioxygen complex relevant to non-
coupled copper monooxygenases.

B TRANSITION-STATE THEORY

The rate constant of the chemical reaction is given by the rate
of decomposition of the activated complex ktgt, assumed to be in
equilibrium with the reactant:"

AG*

vexpl T (1)

kst =[Co] ™"
where AG is the Gibbs free energy of activation, v is an effective
frequency for the nuclear motion alon% the reactlon coordinate
(typically one takes kgT/h ~ 0.6 X s ' at 300 K), and 7 is
the order of the reaction with respect to the standard-state
reactant Co. TST has been applied to quite different situations,
in the gas phase as well as in condensed phases, for catalyzed or
noncatalyzed chemical reactions. In particular, it appeared to be
very helpful to establish the main lines of enzymatic catalysis,
which is achieved mainly through the stabilization of the TS."*
We do not review the enormous literature devoted to these
topics, and the reader is referred instead to other papers for more
information on TST.>"

Commonly, the actual rate constant k is expressed as the
product of kpsr with a transmission coeflicient y that accounts
for the failure of certain conditions required for eq 1.' Following
the terminology proposed by Garcia-Viloca et al.,'* we decom-
pose y into three terms, I, g, and «, which account respectively
for the possibility of recrossings at the transition state, of none-
quilibrium thermodynamic effects, and of quantum effects such
as tunneling on the reaction coordinate:

AG*

k= ykrsr = [Co}l_ k_T
B

"FgKV exp| — (2)

The transmission coefficient y provides a convenient way to
relate the TST paradigm to other physicochemical models that
were developed to describe chemical reactions involving more
than one PES. Indeed, in many reactions the system must
undergo hops between distinct quantum states before accessing
the product valley. We may cite, nonexhaustively, electron tran-
sfers, spin-crossing reactions, electronic energy transfer, proton
transfers, or proton-coupled electron transfers (PCETs). A
possible strategy to obtain a semiclassical expression for the rate
constant is to modify the transmission coeflicient of the TST
expression to account for the hopping probability between
quantum states. Several formulas, such as the one derived in
Landau—Zener—Stiickelberg (LZS) theory, can be used to
estimate such hopping probabilities.'”'* The reader is referred
to ref 20 or 21 for a review focusing on this type of approach in
the context of spin-forbidden reactions. Alternatively, the Marcus
theory of electron transfer is another example of a semiclassical
framework which was developed to describe charge transfer
reactions.””” >* We also mention the strategy consisting of taking
the semiclassical limit of the Fermi golden rule (FGR) = leading

for instance to the nonadiabatic rate constant of Marcus theory
(eq 3) or the Forster theory for electronic energy transfers.”®>’
In eq 3, H, is the electronic coupling between the two quantum
states and A is the reorganization energy (see below). The
Marcus theory now serves as a general semiclassical framework
to describe various types of multiple PES reactions depending on
the nature of the quantum states provided a perturbative treat-
ment is reasonable. This is, for example, the case of some proton
tunneling or PCET reactions.”®”

. ‘ Pe —AG*
BT h \/4.775/1k xp ks T

The above approaches have found compelling experimental
corroboration. They allow one to express the rate constant of
chemical processes involving multiple quantum states within a
semiclassical framework. On the other hand, these theories can-
not be considered as entirely satisfactory. Indeed various effects
related to the quantum nature of atomic nuclei, such as nuclear
interferences, are not, by definition, taken into account in such
semiclassical pictures. Recent experimental findings challenge
the adequacy of the semiclassical picture in certain types of
reactions. This is, for instance, the case of exciton energy that is
transferred coherently between chromophores of biological
antennas or along conjugated polymers.>> >” Another example
is the case of long-range electron transfers that operate either
through coherent (superexchange) or incoherent (electron-
hopping) mechanisms. We finally note that some recent experi-
mental studies show the possibility of modulating chemical rates
by nuclear interferometry.*>

These phenomena motivate an in-depth study of the require-
ments for a semiclassical picture to be adequate for the study of
chemical reactivity. Actually, many studies have paved the way
toward the introduction of nuclear quantum effects into physical
chemistry problems.*”® Nevertheless, besides the necessary
development of numerical approaches to simulate chemical
events at the atomic scale, there is also the need to develop
further simpler kinetic models to help interpret measured or
computed rate constants in terms of accessible chemical theory.
Here our objectives are, first, to develop an explicit intuitive
picture of decoherence in the context of a chemical reaction and,
second, to modify the Marcus equation to take into account
decoherence with a simple characteristic parameter.

(3)

B ESSENTIALS OF MARCUS THEORY

Time-Independent Picture. In this section we summarize
the essentials of Marcus theory and stress the usual assumptions
for estimating the transmission coefficient of these reactions. For
simplicity, we discuss the two-state system (outlined in Figure 1,
left side) and we will restrict our discussion to electron transfers.
First, we define a basis representation for the quantum system.
One choice is the adiabatic basis whose vectors |W.) are
obtained as eigenvectors of the electronic Hamiltonian by
resolution of the time-independent Schrodinger equation of
the system for every fixed spatial configuration R of the nuclei.
These eigenvectors correspond to eigenenergies E; and are
coupled to each other through the dynamical coupling vector
dy =(W_|0/dR|W ). Alternatively, the diabatic bases {|¢1), |¢2)},
with eigenvalues E, ,, are depicted in Figure 1 by solid curves. In
the diabatic case the coupling between the two eigenstates takes
the form Hy, = {¢|H|¢,), with H the electronic Hamiltonian.
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Figure 1. Two-level system in quantum mechanics. Left: Simplified energy profile along a one-dimensional global reaction coordinate g for a chemical
reaction involving two PESs. The full lines represent the diabatic states, whereas the dashed lines are the adiabatic states (inset). At the crossing H, is half
the gap between E_ and E .. A is the reorganization energy, and AG® and AG* are respectively the reaction Gibbs free energy and the Gibbs activation
energy. The labels ry, r, p;, and p, in the inset symbolize the states in the system’s configuration space depending on whether the system is in the reactant
or product valley and in the first or second diabatic state. Right: Representation of the electronic state vector on the Bloch sphere. The angles 6 and ¢
define the electronic state vector in the space spanned by the diabatic bases {|¢1), |¢$,)}.

The diabatic energy gap (AE = E,
between the two diabatic states.

In principle, the diabatic vectors |¢;) and |¢,) are solutions of a
time-independent Schrodinger equation for an unperturbed
Hamiltonian Hy, i.e., the complete electronic Hamiltonian from
which the coupling is removed. Although a rigorous definition of
the unperturbed Hamiltonian is not possible in the general
case,*” there exist various technical procedures to approximate
this Hamiltonian in practice (e.g., constrained DET*'~* or the
valence bond method**™*). Various reasons motivate the use of
the diabatic representation. For example, the diabatic representa-
tion may be easier to interpret in terms of chemical concepts than
the adiabatic basis: in the case of electron transfer the diabatic
basis corresponds to the electronic states for which the electron
to be transferred is localized either on the oxidant or on the
reductant (a similar description can apply for a proton transfer
reaction). In addition, as illustrated in Figure 1, the diabatic
eigenvectors are similar to their adiabatic counterparts when
coupling strengths (either d or H},) tend to zero, that is, when
the system is energetically far from the degeneracy region.
Diabatic and adiabatic energies satisfy

1 1
Es=> (E\+Ey) =+ E\/AE2+|4H12|2 (4)

In Figure 1 we have adopted a one-dimensional parametriza-
tion with a global reaction coordinate g, recalling that, in real
systems, q represents all atomic configurations required to bring
the two quantum states into degeneracy. In complete coordinates
(R), some degrees of freedom may not be coupled to the
reaction; therefore, the transition state is not a single point in
the multidimensional space, and following Lorquet et al., we use
the term “seam region” to refer to all configurations for which AE
~ 0 applies.*’ For practical purposes, we consider the energy
difference AE itself as a meaningful global reaction coordi-
nate.*"*

A reactive trajectory on the PES results from the combination
of two successive events: first, thermal activation of the system
whose probability is given by an exponential activation term and,

— E,) is the energy difference

Scheme 1
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second, a quantum hop to the product state with hopping
probability Py. In the framework of eq 2, this event is quantified
by the terms « and I'. For steady-state thermodynamics around
the seam region, the transmission coefficient can be expressed
from the effective frequency v and the hopping probability Py,
using the kinetics diagram in Scheme 1, where the notations r; ,
and p, , refer to the reactant (r) or product (p) valleys and states
1 and 2, as defined in Figure 1. The transmission coeflicient can
be written as ¥ = g2(Py)/(1 + (P,)).* If one has to consider an
ET reaction in the “inverted” region of Marcus theory, the kinetic
scheme has to be modified slightly, and one finally obtains y =
(P)(1 — (Py)).*

Hopping Probabilities. Two limiting regimes are commonly
defined according to the value of the hopping probability Py, If
Py, & 1, the reaction is said to be adiabatic. Each time the molec-
ular system reaches the seam region, the probability to hop to
the other quantum state is nearly 1. On the other hand, the
hopping probability may be rather small (P, < 0.1), and then the
reaction is qualified as nonadiabatic. This nonadiabatic case is
encountered in biological long-range ET,* in many spin-for-
bidden reactions, and in some proton-transfer reactions.””*"
Traditionally, P, has been estimated using the LZS formula
relating P}, to the coupling between the quantum states and to the
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Figure 2. Coherent oscillations at different values of H;, and AE. Left: AE =0 cm ™ ' and H;, = 10 (dotted line), 200 (full line), or 1000 (dashed line)
em . Right: H;, = 200 em” " and AE = 0 (dotted line), 200 (full line), or 800 (dashed line) cm ™.

sweeping rate, |dAE/dt|, that is, the speed at which the system
passes through the seam region:'” '

dAE

Pﬁzzl—exp —27Hy,* /h it

(5)

Sophisticated models have been proposed, for example, by
Delos,”* Demkov,*? Barany et al, * and recently Zhu and
Nakamura,” "% to correct inherent weaknesses of the LZS
formula. However, these standard physical models do not take
into account a point of fundamental importance, namely, the
transition from the fully quantum to the semiclassical descrip-
tion. In this paper our objective is thus to include such aspects,
building on the theory of decoherence.>®

B TRANSITION FROM THE QUANTUM TO THE SEMI-
CLASSICAL PICTURE

Earlier we defined the quantum states |¢;) and |¢,) as being
the solutions of the time-independent Schrodinger equation for
the unperturbed Hamiltonian. The total electronic wave function
|‘PEI( t)) is a time-dependent linear combination of the states |¢,)

and |¢,):
(W) =ca(6)|g1) +ea(t) |2 (6)

d

o

W) = H[W) (7)

Without loss of generality, the global phase of the state in eq 6
can be ignored so the two-level system can be parametrized by a
polar angle 0 and an azimuthal angle ¢ as

|we(t)) = (cos g) )+ (sin g) |#,) (8)

and depicted on the Bloch sphere (Figure 1, right). Here 6
characterizes the weights of the basis vector, whereas ¢ repre-
sents the relative phase between these two eigenstates. Dynami-
cally, the system undergoes coherent tunneling oscillations that
result from the evolution in time of the coefficients ¢; and ¢, as a
consequence of the Schrodinger equation (eq 7). Beginning with
the initial conditions, |W*!(t=0)) = |¢;)(6=0°), the transition

probability to measure the system in the second electronic
state at a subsequent time ¢ is given by projecting |1P(t)) onto
|¢,) and taking the squared modulus of the resultant quan-
tity:

4|Hp, | 5 { 5 t}
Po(t) =—— 21 in® |\/4|Hp P +AE2 — 9
12(t) AL AR |His| o 9)

Equation 9 is the well-known Rabi formula for the tunneling
probability P;, as an oscillating function of time corresponding to
angular frequency @ = (4Hy,” + AE?) 2 /h, which depends both
on the electronic coupling and on the diabatic energy gap. Note
that such an expression is only valid for constant H, and AE. As
illustrated in Figure 2, strong electronic coupling (e.g,, 1000
em” ') induces rapid oscillations on the femtosecond time scale,
whereas weak electronic coupling (<10 cm™ ') implies much
slower oscillations (left panel of Figure 2). The right panel of
Figure 2 illustrates, on the other hand, how the tunneling pro-
bability decays rapidly when the energy gap increases, although
significant tunneling probabilities can be obtained with nonzero
energy gaps. Now the question is how to relate the above two-
state formalism to the transmission coefficient that enters the
macroscopic rate constant.

The crucial observation is that, until a decoherence event
occurs, the system remains in a coherent superposition of states.
A completely decohering event would convert the state of the
system into an incoherent mixture of states in some basis. To
employ a semiclassical equation for the rate constant, such events
certainly need to be taken into account when estimating the
hopping probability. Standard hopping models, such as the one
proposed by Zener, bypass this issue by making other hypotheses
on the energy gap increase (and also on the electronic coupling
term).17

For instance, to derive the LZS eq 5, AE is assumed to vary
linearly with time, thereby becoming de facto the limiting
parameter of the oscillations: when AE becomes large, the
coeflicients ¢; and ¢, are asymptotically constant, and the
oscillation effectively ceases. The hopping probability is then
taken as the limit of P},(t) when time tends to positive infinity.
One may ask, for example, what will happen if the damping of the
oscillation occurs on a shorter time scale, in particular while the
system is still within the seam region? On the other hand,
Onuchic and Wolynes showed clearly, for example, what may
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be the impact of having successive recrossings while retaining
quantum coherence between the electronic states.”® They pro-
posed an LZS-based expression for the final transmission coeffi-
cient taking into account such features, as well as the effect of
interference among the nuclei on the hopping probability. We
note that recent numerical simulations using a general harmonic
oscillator model recently confirmed their predictions.®® Zhao et al.
compared the transmission coefficient as a function of a friction
parameter that controls the number of recrossings, and factors of
2—7 were obtained for the hopping probability between the full
quantum transmission coefficient and the hopping models com-
monly in use.” Their numerical study thus confirms the need to
have a procedure that is able to provide at least reliable estimates of
hopping probabilities taking into account explicitly the connec-
tions between the quantum and the semiclassical descriptions.

General Procedure: Theory of Quantum Decoherence.
The physical systems we describe are comprised of light particles
(the electrons) surrounding heavy atomic nuclei, both intrinsi-
cally obeying quantum mechanical laws. Our objective is to
analyze under which conditions a semiclassical description can
apply and to connect it to the full quantum description. So far the
theoretical approaches have addressed this question through a
perturbative treatment (e.g, the Fermi golden rule). Conse-
quently, such frameworks cannot describe situations where the
quantum nature of the nuclei plays more than just a perturbing
role. Here we derive a new expression for the transmission
coefficient that connects the quantum to the semiclassical
description. The theory of decoherence is one path to modeling
the quantum-to-classical transition by accounting for the pro-
gressive loss of coherence between two quantum states (here the
electronic states) caused by interaction with the (classical)
environment (the nuclei). Various experimental and theoretical
studies have suggested that decoherence can be modeled as a
decay function of time D(t) with characteristic time 74... Hence,
we propose treating decoherence as a phenomenological param-
eter of the two-level dynamics. This changes the prevailing
perspective where only the energy gap increase (or the electronic
coupling variation) is the relevant parameter that determines the
hopping probability to a novel view whereby the quantum-to-
semiclassical transition dynamics is another central contributor
to this probability.

In simple systems, two characteristic times are generally
considered to account for decoherence. On one hand, T,
characterizes inelastic interactions of the quantum system with
its environment (energy—increasing or energy-decreasing events
such as energy dissipation that propel the system toward the
ground state), whereas, on the other hand, 7, is the characteristic
dephasing time (energy-conserving decohering events). The
decoherence time 74, employed here accounts only for the first
of these effects, within approximations discussed later. Pure
dephasing between the electronic states (variations in the ¢
angle of the Bloch sphere) may arise from fluctuations in the
energy gap due to elastic interaction with the environment (e.g.,
solvent). Such possibilities are not investigated here.

A related approach has been reported by Lockwood et al.
within the context of the FGR and with connections to the
semiclassical view. These authors applied this approach to ET
within blue copper proteins.’”*> Our approach is complemen-
tary to theirs in the sense that we stay close to the semiclassical
picture, which has the advantage of being easier to comprehend.
We also expect that the resulting semiclassical rate expressions
have possible applications to problems that go beyond the perturba-
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Figure 3. Schematic representation of the quantum-to-semiclassical
transition and the accumulation over time of classical populations N,
and N,, respectively, in electronic states 1 and 2. For the sake of
illustration, we have considered only a Gaussian function for D(f) in
this figure, but a similar picture would apply also for a first-order decay of
the decoherence function.

tive domain. The scheme in Figure 3 outlines the main features of our
approach for describing the quantum-to-semiclassical transition and
the determination of the transmission coefficient 7.

The dynamics starts at = 0 with a fully coherent initial state
comprising N copies of the system under study and assumed to
be in the seam region, defined by the condition |AE| < kT. Since
we work with the ensemble interpretation of quantum me-
chanics, it is redundant to involve copies of the investigated
system. The N copies are mentioned here only for the sake of
pedagogy. Interpreting the decaying decoherence function D(t)
as the fraction of this ensemble that remains in a superposition of
states, the complementary function 1 — D(t) represents the
fraction of the population that is either in state 1 or in state 2. At
each time t, the coherent reservoir supplies the classical reservoirs
depending on the actual value of P;,(t). The final population N,
of molecules in state 2 is thus obtained by integrating the classical
kinetic law given in Figure 3, thus providing the final hopping
probability to have reached state 2 once D(#) has vanished, that s,
when all the Nt replicate systems can be considered to behave as
semiclassical again:

dD(t)

+o0

Analytical Derivation of the Transmission Coefficient. As
pointed out in the Introduction, the complexity of the dynamics
of molecular systems necessitates some approximations if simple
analytical formulas are desired. The accuracy of such approxima-
tions can then be tested with the help of numerical simulations
(see the last section). To solve eq 10, one needs integrable
expressions for P, (t) and D(t). Different proposals for D(¢) have
been made in the literature using either a first-order or a second-
order form. Building on the work of Heller®® and Neria et al,’! 1,64
Prezhdo et al. proposed to model electronic decoherence by
attributing the main cause to diminishing overlap of the nuclear
wave function (@) with distinct electronic states.*> This
proposal is motivated by the fact that the off-diagonal elements
of the density matrix are proportional to this overlap.®* The
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nuclear wave function is itself written as a product of the 3N
— 6 individual nuclear wave packets (NWPs). A global phase
factoris also included for the NWP. The individual NWPs are
described by frozen Gaussian functions (G,,):

104) T‘f Gan(r, p ) exp [;1 /0 " Le(@) dr] (11)

G(xn(r; b t)

- <_) v exp (—%(x—xan(t))er 7 P (t) (x—xan(t))>
(12)

where Q refers to the electronic state, L, is the Lagrangian,
a, /% is the wave packet width of the nth degree of freedom,
and x and p are respectively the position and momentum of
the nth degree of freedom. The overlap between the total
nuclear wave functions evolving on distinct PESs thus
involves both a phase factor (arising from the phase term)
and an overlap term:

](t) :<®1 ‘®2> :]overlap(t) ]phase(t) (13)

As an illustration, this scheme is depicted at the bottom of
Figure 3 by showing two NWPs evolving on electronic states 1
and 2. This is a simplification as the true global overlap (eq 13)
also involves the phase factor and the overlap in momentum
space. At t = 0, the system is assumed to be in a coherent
superposition, as reflected by an overlap of 1 of the nuclear wave
function. However, the forces acting on the nuclei are not the
same for the two electronic states, so the NWPs will necessarily
diverge over time. The total overlap between the wave packets
will thus decrease and decay to zero. In practice, because the total
nuclear wave packet is a product of the individual atomic wave
packets, the probability to return to a nonzero overlap at later
times is negligible, and decoherence is effectively irreversible.

When the NWPs do not overlap anymore, the nuclear
environment decoheres between electronic states 1 and 2. The
probabilities are given respectively by the weights |c, |2 and |cz|2.
In the context of the perturbative FGR, an exact meaning of the
decoherence function could be given by Prezhdo et al.: D(t)
corrects the approximation that is made when going from the fully
quantum FGR to a semiclassical one.” In the high-temperature limit,
D(t) takes the form of a Gaussian law (i.e,, a second-order expression
in time) characterized by a decoherence time Tg.:

D(t) =exp[—t*/274c.’] (14)

Expression 14 is valid only for decoherence times short compared to
the nuclear vibration period (~tens of femtoseconds) and within the
perturbative limit. These are actually the limits of applicability of the
FGR. In the high-temperature limit, T4o. can be estimated by the
following expression:

-1/2

Tdec = <2KIW(FM_F2”)2> (15)

F,, and F,,, are the forces acting on the nth degree of freedom (the
reader is referred to ref S for a full mathematical derivation).
Physically, this equation reflects the fact that the atoms contributing
the most to decoherence are those that feel different forces in the two

electronic states. It is worth remarking that the set of atoms inducing
decoherence are also those that are part of the global reaction
coordinate as defined in semiclassical theories (e.g, Marcus theory).

More recently, Jasper and Truhlar proposed an alternative expres-
sion for D(t)."” These authors also follow the idea of monitoring
decoherence by the decay of the overlap of the nuclear wave packets,
but they use criteria formulated by Paz et al:® “i) the semiclassical
limit of a wave function is the sum of Wentzel-Kramers-Brillouin-like
trajectories associated with minimum wave packets, and decoherence
of the superposition is faster than decoherence of the individual
packets (nuclear wave packets move at different speeds on different
surfaces and get out of phase and out of overlap) and i) ...the pointer
basis is the one in which decoherence is the fastest”.® They finally
obtained a first-order expression:

D(t) =exp[—t/Tae] (16)

Note that the characteristic decoherence time as defined in the work
of Jasper and Truhlar is different from that proposed by Prezhdo et al.
Now the expression for T4 contains two kinds of terms, one involving
the difference in forces, ‘LdAi, and one involving the difference in
momentum, 757, between the nudlei of two electronic states:

2 2
Lo (=) (= (17)
e\ \e) T\

3N—6

1 o Z JT Fln _an
Tdec n—1 2 Pn
+ Wi:é (Pln_pZn)2|Vl_V2| 12 (Fln_FZn)Z (18)
—~ 4M, A2 4 p’

Pnand M,, are respectively the average momentum and the mass of
the nth nuclear degree of freedom. V; and V, are the potential
energies on electronic states 1 and 2. To generalize the original
equation of Jasper et al. to the multidimensional case, we have
neglected the nuclear wave packet overlaps between different atoms.
Although mathematically different, the characteristic decoherence
times defined within the two approaches can be qualitatively related to
one another if the momentum term in eq 17 vanishes. As remarked
by Jasper et al,, an encouraging point is to note that both approaches
lead to decoherence times of similar order (ca. 1—50 fs), at least for
the cases investigated so far. Actually, it is hard to tell which of the two
expressions is the more correct due to the approximations that
underlie their derivations, but the first-order expression is probably
valid on longer time scales than the second-order one. Anyway, we
will hereafter consider the two possibilities for the integration of
eq 10: inserting eqs 9 and 14 (or 16) into eq 10, one obtains, after a
few algebraic manipulations, the following hopping probabilities:

first-order decay : D(t) =exp[—t/Taec]

e 2 12 d
(P;,)~—/0 sin (Hh t) % (exp[—t/Taec)) dt (19a)
4u?

- 19b
R +4u2 (19%)

(Py) =

with u :lefdec (20)
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Figure 4. Transmission coefficient (logarithmic scale on the y axis) as a function of the characteristic decoherence time for various values of the
electronic coupling. The dashed lines are the values obtained with the first-order decoherence function (eq 19b), while the dotted lines are obtained with

the second-order formula (eq 21b with j = 21).

second-order decay : D(t) =exp|—t*/274.%]

lef

(Py~— /O ” sin® (T) % (exp[—t*/274e7]) dt
o) St 5) o

)]

To obtain eqs 19a, 19b, 21a, 21b, and 21c, we assume (i) that the
electronic coupling H,, remains constant in the seam region (the
Condon approximation) and (ii) that the energy gap remains close
to zero. Although this hypothesis may lead to an overestimate of
the transition probability, it remains consistent with the use of TST
or the Marcus formalism: the seam region is defined as the set of
molecular configurations for which AE A~ 0. This approximation
will be tested in the last section.

Chemical Implications. Inbotheqs 19band 21c¢, it = H1,Tge
is the key parameter that controls the hopping probability,
although through different expressions. The exponential-based
expression for (Pp,) presents a compact structure (eq 19b), while
the Gaussian-based one presents a more complicated form
involving an infinite sum of u-dependent terms (eq 2lc).
Nonetheless, as illustrated in Figure 4, both formulas finally give
very similar values, especially for short decoherence times or for
weak electronic couplings. Since the exponential expression for
D(t) is expected to be valid on longer time scales, it appears to be
more sensible to use eq 19b to calculate y for all u by y =
g2{Pp)/(1 + (Py)) (in the case of a reaction occurring in the
normal region).*® Using eq 19b and retaining the correction
factor g that accounts for nonequilibrium effects, the rate

(21a)

3R 15K

8y 64ut s12u (210)
105 A°

constant (eq 2) is written as

_ 8u* AG*
k=[Co)" "vg e 22
[ 0] Vg h2+8ﬂ2 eXP( kBT ( )

1. Nonadiabatic Limit. When u is small compared to /i (short
decoherence time or weak electronic coupling), eq 22 reduces to
eq 23. Interestingly, we remark that the same expression is recovered
from the second-order decoherence function if a first-order trunca-
tion of eq 21c is retained to estimate (Py,). It is thus apparent that in
the nonadiabatic regime the shape of the function chosen for D(t)
does not have any significant influence on the rate constant
expression. We can furthermore look for connections between the
nonadiabatic limit of eq 22 and the nonadiabatic Marcus rate
expression. To be consistent with our approach, we should compare
eq 23 with a rate constant derived from eq 2 with a transmission
coefficient estimated with the LZS formula (eq S). This leads to
eq 24. At this point it must be recalled that the notion of electronic
decoherence is absent in the LZS framework, so eq 24 does not
involve any decoherence time. We can however attempt to connect
eqs 23 and 24 using the minimum-Heisenberg uncertainty relation-
ship and approximating the sweeping rate (|dAE/dt|) by A/Tq..-
The resulting eq 25 is then found to be close to our eq 23. In view of
the different assumptions underlying the derivation of each of eqs 23
and 25, their similarity is encouraging.

. 8u? AG*
k=[Co]" e - e 2
[Co] "vg W exp( T (23)
_, 4mHp? AG*
k=[Co] "y e — 24
[Co] "vg AE XP< T (24)

ha
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4u® AG*
ok i (29)

k=[Co]' "vg Wl

2. Adiabatic Limit. We now focus on the opposite limit where
u > h. This is equivalent to considering the semiclassical limit
(h— 0). Equation 22 now reduces to eq 26, which is in fact the
adiabatic expression of Marcus theory where the transmission
coefficient is close to unity.”®

AG*

k=[Co]' "vg exp| —

3. Influence of the Parameter T4... As mentioned above, the
time 7g4. is now a second independent parameter that enters the
transmission factor in addition to Hy,. This additional degree of
freedom allows a fresh look at the underlying kinetics of these
chemical reactions. Effectively, in conjunction with the electronic
coupling, one can also modulate the rate constant by tuning Tge..
Consider, for instance, a value of 100 cm ™" for H},. As shown in
the logarithmic plot of y of Figure 4, a characteristic decoherence
time of 1 fs leads to a transmission coefficient of 7 x 10~ %, but a
time of 10 fs leads to a coefficient 100 times greater. Clearly, the
time over which quantum coherences can be preserved in
chemical systems has a direct and significant impact on the
chemical rate constants. Therefore, the transition from the
nonadiabatic to the adiabatic regimes is dependent not only on
the value of H;, but also on T4.. In principle, an adiabatic regime
is achievable even with moderate electronic coupling provided
Tgec 15 large enough. In that regard it is important to mention
recent experimental findings that have revealed cases of electro-
nic coherences persisting over tens or hundreds of femtose-
conds.>* ™’

On the other hand, the loss of quantum coherence on a very
short time scale leads to interesting consequences. Indeed, by
studying the coherent oscillations in Figure 2 or even in eqs 19a,
19b, 21a, 21b, and 21c, for example, it is easily seen that, for fast
decoherence (say below 0.1 fs), the hopping probability would be
quite small. Consequently, the dynamics of the system would be
slowed, and the hopping probability would be decreased (along
with the rate constant). This effect, known as the quantum Zeno
effect,’” has been observed for various systems of physical
interest but has not yet been investigated, to our knowledge, as
an underlying effect on a chemical reaction.’® At first glance one
may attempt to decrease Ty, for a chemical reaction by perform-
ing repetitive measurements of the quantum state of the system
of interest (e.g,, the redox state or the spin state). We moreover
mention a discussion by O. Prezhdo on the relevance of the
related quantum anti-Zeno effect in chemistry.”” Experimental
techniques operating on a short time scale, typically the femto- or
attosecond time scale, would certainly be necessary to observe
such effects. The possibility of these counterintuitive effects
should, however, stimulate future experimental studies.

We conclude this section with a general comment on the
physical meaning of the characteristic decoherence time appear-
ing in eq 22. Molecules are composed of quantum particles
and, as such, intrinsically obey quantum mechanical laws. How-
ever, after a finite time, molecules behave semiclassically, and
the nuclear motions can be reasonably described by classical

Figure 5. Copper dioxygen adduct mimicking the active site of non-
coupled copper monooxygenases (oxygen in red, copper in orange,
carbon in green, nitrogen in blue, and hydrogen in white).

mechanics laws. In that regard, molecular systems can be re-
garded as mixed quantum classical systems for which dedicated
conceptual frameworks combining quantum and classical me-
chanics in adequate proportions should be developed. The
appearance of the characteristic time 7g4.. in eq 22 reflects this
idea in the context of chemical reactivity. Beyond the precise
choice made for the shape of the decoherence function, the
main result of the present paper is, in our opinion, to bring
this important new dimension into the rational framework of
chemical kinetics. An unprecedented rate constant expression
that retains the intuitiveness of semiclassical theories while
including some nuclear quantum effects in a nonperturbative
way has been proposed.

B NUMERICAL SIMULATIONS

In this section we employ a density-functional-theory-based
approach to test the above theory and to compute the hopping
probability for a spin-crossing reaction between a triplet (T) and
a singlet (S) state within the copper dioxygen adduct depicted in
Figure S. This compound is a cuprous complex that represents a
minimal model of the active sites of noncoupled copper mono-
oxygenases.”’ In these enzymes the T to S transition is an es-
sential step in the process allowing dioxygen activation, thus
making it reactive toward aliphatic C—H bonds.”* Many studies
have been devoted to this class of chemical compounds, espe-
cially in terms of the relative stabilities of the two spin states.”> ">
However, few studies have attempted to describe the kinetics of
this spin-forbidden reaction. The application of the formalism
presented above to this particular reaction is thus also a good
opportunity to investigate more deeply the question of dioxygen
activation by mononuclear cuprous complexes.

Simulation Details. To obtain the average hopping probability
(P) for the spin-crossing reaction from Born—Oppenheimer density
functional theory molecular dynamics (BOMD), we employed the
following two-step procedure. It has been applied to both the triplet-
to-singlet transition and the reverse reaction. In the first step, we
performed 13 and 8 ps of BOMD within the canonical ensemble (at
T =300 K) on either the triplet or the singlet surface (respectively
for the T — S and the S — T reactions). The difference in simula-
tion length was due to computational resource limitations. The DFT
program deMon2k was used to perform all the DFT computa-
tions.”® The Perdew—Becke—Ernzerhof (PBE) functional”” was
employed with a relativistic effective core potential (RECP) tech-
nique for the heavy atoms, while the double-C valence plus
polarization functions (DZVP-GGA, generalized gradient
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approximation) basis set was used for hydrogen atoms. A
time step of 0.5 fs and a Nose—Hoover thermostat with a
coupling frequency of 100 cm ™' were employed. In the TST
picture the hopping probability reaches a maximum at the
vicinity of the seam region. For this reason the MD simula-
tions were biased to sample preferentially the seam region.
To this end a biasing harmonic potential on the energy gap
AE was applied:

Vbias = kbias (AE—O)Z = kbiasAE2 (27)

The force constant of the constraining potential ky;,, was
adjusted in preliminary tests to have an energy gap within
+kgT around zero (in practice, at 300 K; a value of 1.76 x
10° kcal*mol '/ (kcal -mol ')* was used).

The initial trajectories were sampled at regular intervals
(around 75 fs) to furnish the starting points for the second step
of the procedure, namely, generation of the so-called diverging
trajectories from which the hopping probability is evaluated with
eq 10. More precisely, a set of diverging trajectories consists of
two nonbiased BOMD:s on the triplet and on the singlet surfaces
along which decoherence is estimated by computing the overlap
between the nuclear wave function on the T and S states. As this
latter quantity depends on the kinetic energy of the nuclei, we
switched to the microcanonical ensemble to avoid artifacts in the
time evolution of the nuclear overlaps. We also decreased the
time step to 0.1 fs when performing the diverging trajectories to
improve the time resolution for the description of the decoher-
ence process. As explained in the previous section, Gaussian wave
packets are assigned to each degree of freedom of the molecule
(three per atom, using Cartesian coordinates). As for any
numerical method using Gaussian wave packets, a critical aspect
is to specify the widths a, /% To test the sensitivity of the
computed decoherence times and hopping probabilities to these
parameters, we have tested various alternatives for a,,

(a) The high-temperature values given by

T —6M,ks T /R (28)

where M,, is the atomic mass and T the temperature (300 K).>%*
(b) The ab initio parametrized values recently reported by
Thompson et al. using second-order Moller—Plesset perturbative

theory (MP2).”® These authors adjusted the widths of the frozen
Gaussian wave packets to reproduce the ground nuclear vibrational
states which were obtained within the harmonic approximation. The
fitting procedure was repeated for a large set of molecules. The
authors provide both the average parameter a)" > and its standard
deviation (0, ™*?) for H, C, N, and O. The second term reflects the
spread of the Gaussian widths among the set of molecules, ie., the
dependence of the widths on the chemical environment of the

nuclei from one molecule to another. In our work we have thus
tested three values: the average one (a™?) and the values a)"* +
UanMP However, since no parameters have been reported for
copper atoms in ref 78, we have kept the high-temperature value
for this element. The boundary values for copper are taken to be

w T & 309%, which is roughly the standard deviation obtained for the
atoms treated in ref 78.

Beyond the frozen Gaussian formalism, one could eventually
allow the nuclear wave packets to breath over time due, for
example, to population exchange. However, for the specific case
investigated here, decoherence is found to occur rather quickly
(in a few femtoseconds), and using time-dependent widths
would give similar hopping probabilities and frozen Gaussian
widths. Thus, we do not consider this alternative here.

While the NWP overlap is computed along S0 fs of the diverging
trajectories, the coefficients ¢,(t) and c,(t) entering the expres-
sion of the total electronic wave function (eq 6) are evolved
according to the time-dependent Schrodinger equation (eq 7).
The initial values of the coefficients are estimated by a Boltzmann
law using the initial diabatic energy gap. The subsequent evolu-
tion is performed numerically with a fourth-order Runge—Kutta
algorithm,”® using the diabatic energy gap extracted on-the-fly
from the BOMD simulations and the electronic coupling,
including the spin—orbit coupling terms, taken from ref 70
(Hso = 85 cm™ ). In the present scheme electronic coupling is
assumed to be constant during the simulation (Condon ap-
proximation). Equation 10 is integrated numerically over the
ensemble of diverging trajectories to estimate the average
transmission coeflicients: around 180 sets were gathered for
the forward reaction and around 110 sets for the backward
reaction. As described in the following, rapid statistical conver-
gence is reached when the number of sets of diverging trajec-
tories is increased.
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Table 1. Characteristic Decoherence Times (fs) for Different
Widths for the Nuclear Wave Packets”

7/_,\mt div

dec Tdec
width a}[—IT anHT aa/ﬂ’l aa/IPZ + O,aHMPZ aa/IPZ _ G_anMPZ
T—S 12.2 11.7 9.7 10.5 8.3
S—T 8.2 11.3 9.2 10.0 7.9

“The temperature chosen to calculate a; * is 300 K.

Results. Figure 6 provides a picture of the loss of overlap
between the NWPs for the 290 sets of diverging trajectories, and
Figure 7 provides a molecular picture of the process for 1 set of
diverging trajectories. We note that decoherence arises mainly
from the diverging motion of the copper and oxygen atoms,
consistent with the molecular orbital (MO) diagram of these
systems: the singlet and triplet states differ mainly by the
occupation of the bonding and antibondin ng MOs that involve
copper d orbitals and the dioxygen 77 MO.*” We note that other
atoms coordinating the copper (three nitrogens) only have a
minor contribution to the decoherence. We now look at the
average curve (D(t)). Its evolution is close to a Gaussian shape
that tends to zero after a few tens of femtoseconds, whatever the
choice made for the widths. Such a Gaussian behavior is not
surprising since in the present case the electronic coherences are
lost rapidly and a second-order decay was expected. The
characteristic decoherence times for the forward and backward
reactions rﬁievc, estimated from the average diverging trajectories,
amount to 11.5 fs with the high-temperature widths and to ca. 9.5
fs with the ab initio derived widths (Table 1). These values are
qualitatively similar and are close to those reported by other
groups for systems of physical-chemical interest.*’ We however
remark that this study, performed in vacuo, may underestimate
both inelastic (7;) and elastic (7,) interactions between the
solute and the environment (mainly the solvent) and conse-
quently may overestimate the actual decoherence times observed
in solution. An obvious computational protocol would be to use
hybrid QM/MM (quantum mechanics/molecular mechanics)
schemes to include the environment explicitly in the simulations.
Such work is under way and will be reported in due course.

In the short time limit the characteristic decoherence time can
also be estimated solely from the initial trajectories without
carrying out the computatlonally intensive, diverging BOMD
simulations. Prezhdo et al.” proposed to evaluate the character-
istic decoherence time from the difference in forces from two
PESs acting on the degrees of freedom 7. As already mentioned,
by using a Taylor expansion of the nuclear wave function overlap

Table 2. Hopping Probabilities for the Forward and Back-
ward Spin-Crossing Reactions within the Copper Dioxygen
Adduct”

e et

(Prz) eq19b eq21b (j=1) eq2lb(j=70) av SD

T—S a" 0401 0.123 0.140 0.128 0.046 0.005
a2 0.088 0.096 0.091 0.035 0.004
S—T o 0397 0.116 0.131 0.120 0.047 0.005
a2 0.080 0.087 0.082 0.036 0.004

“The hc}g{)mg probabilities calculated numerically from the MD simula-
tions ((Prumy) are the least approximate results and should serve as a
reference.

truncated at the second order, the high-temperature decoherence
time can be estimated by eq 1S. For the molecular system
investigated here the distribution of T2 over the 1n1t1a1 dynamics
is substantially more spread out than the i distribution
obtained from the diverging trajectories. This may come from
the truncation order used in eq 15. However, both these
distributions have a maximum at similar time 7, and the
maximum value of 7] is found to be really close to that of rf}?c.
If the same relationship were observed in other systems, it would
be possible to develop a procedure for estimating more accurate
Tgec from the maximum of the distribution of Tglelg by reconstruct-
ing a narrower distribution mimicking that of 79 For now, we
recommend the evaluation of the average decoherence time from
the simulation of diverging trajectories.

We now focus on the estimation of the hopping probability by
the expressions proposed in the previous section. The estimates
for (Py,) obtained by various formulas are reported in Table 2, all
making use of the Condon approximation. (P; ;) is obtained from
the Landau—Zener—Stuckelberg formula given by eq 5. To use
this expression, the sweeping rate was estimated by taking the
average value of |dAE/dt| over the first 1/2 fs of each set of
diverging trajectories. (P,,) is the hopping probability calculated
with the analytical formulas (eq 19b or 21c) using the character-
istic decoherence time ‘[dec (Ppumy is finally obtained by numer-
ical evaluation of eq 10. We note that the simulation protocol
employed here does not take into account the coherent evolution
of the coefficients while the system approaches the seam region.
However, in the present case, because decoherence is found to be
faster than the time it takes for the system to lose (or gain) kgT of
energy, this possibility should be negligible.

The values obtained by the latter approach are close to 0.04,
whatever the direction of the chemical reaction. We also note that
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the distribution of the hopping probability over the sets of
diverging trajectories is rather peaked around the average value
as testified by the very small standard deviation (around 0.005).
In the reaction investigated here, it is adequate to uncouple the
thermal activation part from the quantum hopping part by the
use of egs 2 and 22. The choice of values of the widths does not
have a strong effect on the hopping probabilities obtained num-
erically nor on the standard deviations. The com_lparison between
the numerical and analytical estimations (Piy ) and (Phir) is
encouraging even though the analytical expressions slightly
overestimate the hopping probabilities. This is due to the
approximations made in the analytical integration of eq 10,
namely, the assumption of a constant and null energy gap and
the pure Gaussian form for D(t). This overestimation is never-
theless reduced when using the a, "~ values since they are smaller
than the a; " values. The analytical expression should be all the
more valid when the decoherence time is short compared to the
time required for the system to drift away from the null energy
gap region. As mentioned above, the explicit inclusion of the
environment in the simulation, for instance, with hybrid QM/
MM, would certainly help in reducing the differences between
(PHTY and (PET ) by inclusion of solvent-induced decoherence.
The values provided by the various analytical expressions (egs 19b
and 21b) are found to be close to each other. Following our analysis of
the previous section, this is the case because both the electronic
coupling and the characteristic decoherence times are small. In such
cases it was shown that both the first-order and second-order D(t)
give similar hopping probabilities in the nonadiabatic regime and that
a first-order truncation of eq 21b was also enough. The numerical
results thus fully support the analytical prediction. In both the forward
and backward reactions, we note that the LZS formula predicts
transmission coefficients higher than those predicted by the deco-
herence-based approach by about an order of magnitude.

Bl CONCLUSION

In this paper, we have derived a simple analytical formula that
allows the inclusion of quantum-mechanical effects in chemical
reactions involving two PESs using a semiclassical approach.
Inspired by various previous work,*>*"**8! we have treated
quantum decoherence as a phenomenological parameter, and we
have obtained a correction to the usual Marcus expression.

To test our analytical formula, we compared it to numerical
simulations based on Born—Oppenheimer molecular dynamics
using density functional theory. These simulations are the first
application of this procedure to a spin-crossing reaction. The
results for our model system mimicking the active site of a copper
monooxygenase show encouraging agreement between analyti-
cal solution and results obtained from the simulation, with
significant improvements over the LZS formula.

The rate constant appears to be a quadratic function of the
electronic coupling (as in the usual theory) and of the character-
istic decoherence time (the single new parameter added) that
accounts for dissipation of energy to the nuclei. The proposed
formula (eq 22) reduces to the nonadiabatic or the adiabatic
expressions of Marcus theory depending on the values of the
electronic coupling and of the characteristic decoherence time.
Equation 22 moreover bridges the gap between these limit
regimes. Pure dephasing effects that can also lead to decoherence
will have to be included in future work.

The previous approaches, such as the LZS formula, had been
derived from limit regimes in which quantum coherences are

instantaneously destroyed or persevere indefinitely. The appear-
ance of the characteristic decoherence time in eq 22 reflects the
fact that quantum superposition of electronic states can last for
finite but nonzero times and as such eq 22 can be regarded as a
mixed quantum classical rate constant expression. Due to its
simplicity, eq 22 should be useful to discuss decoherence effects
on the basis of experimental data, for example, in enzymology.
We also draw attention to the fact that, beyond the case of
electron transfer or spin-crossing reactions treated here, the
present formalism may also apply to other types of chemical
reactions where the quantum states of interest are not of an
electronic nature, as in the case of proton tunneling.

We conclude by noting that, in evolution-engineered systems
such as enzymes, it would be worth examining whether some
nuclear vibrations induce decoherence in synchrony with coher-
ent tunneling oscillations. Depending on the amplitude of these
effects on chemical rate constants, they could be important
elements to include in our understanding of enzymatic catalysis
of nonadiabatic chemical reactions. Wolynes recently used the
picture of (decohering) clocks to name this hypothetical phe-
nomenon: “if ... the heavy atoms repetitively carry out nearly the
same motion like a clock, while the quantum choices are being
made, the phases of the paths will add in some consistent fashion,
perhaps destructively or perhaps constructively”.** The present
work provides a good starting point for future analytical and
numerical developments.
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